ON THE REAL ZEROES OF HALF-INTEGRAL WEIGHT HECKE CUSP FORMS, II

JESSE JAASAARI

ABSTRACT. We show that for > K? of the half-integral weight Hecke cusp forms in the Kohnen plus subspace
with weight bounded by a large parameter K, the number of ”real” zeroes grows at the expected rate. A key
technical step in the proof is to obtain sharp bounds for the mollified first and second moments of quadratic
twists of modular L-functions.

1. INTRODUCTION AND THE MAIN RESULT

One of the striking consequences of the holomorphic Quantum Unique Ergodicity (QUE) conjecture of
Rudnick and Sarnak [27, 22] (which is now a theorem thanks to the work of Holowinsky and Soundarara-
jan [8]) is that the zeroes of holomorphic Hecke cusp forms equidistribute inside the fundamental domain
D := SLo(Z)\H, where H is the upper half of the complex plane, as the weight of the form tends to infinity.
This was proved by Rudnick [26] building upon the work of Shiffman and Zelditch [28] in the case of compact
manifolds. Subsequent investigations concerning the distribution of zeroes in small scales were initiated by
Ghosh and Sarnak [7], and then continued by Matoméki [23] and Lester-Matoméiki-Radziwilt [20]. In a
recent work [I3] the author obtained results related to the latter work in the setting of half-integral weight
Hecke cusp forms. We refer to the introduction of [I3] for the differences between the half-integral weight
case and the integral weight case, but for now we only briefly mention that an important reason why the
methods of [7, 23] 20] do not adapt to the half-integral weight setting in a straightforward way is that the
Fourier coefficients of half-integral weight Hecke cusp forms are not multiplicative.

We are interested in the reaﬂ zeroes of half-integral Hecke cusp forms, that is zeroes on the two geodesic
segments

1

01 = {SG(C: Re(s):—Z} and 9y :={s € C: Re(s) =0}.

For motivation and related results for integral weight Hecke cusp forms, we refer to the introduction of [I3]
as well as the papers [7, 23] [20].

Let us now summarise the main results of [I3]. Before that we need to introduce some notation. Through-
out the article, let k be a positive integer. We write S, +%(4) for the space of half-integral weight cusp
forms of weight k + § and level 4. Also we denote by S;_l(él) C S,H%(él) the Kohnen plus subspace and let

2

B,;_ , denote a fixed Hecke eigenbasis for S];:_ 1
2 V12
normalise the coefficient ¢4(1) to be equal to one without losing the algebraicity of the Fourier coefficients.
This means that, unlike in the integral weight case, there is no canonical choice for B;;_ 1, but this causes

2
no problems for us. We write Z(g) := {# € F : g(z) = 0} for the set of zeroes of g € S, (4) and let

k+%
Fy :={z € F : Im(z) > Y} be a Siegel set, where F :=I'g(4)\H. Finally, setﬂ
Sk = U B,
kK

and note that the cardinality of this set is ~ K?2/4.
With these notations the main result of [I3] may be stated as follows.

(4). Note that for half-integral weight cusp forms we cannot

2010 Mathematics Subject Classification. Primary 11F37; Secondary 11MO06.
LThis notion comes from the fact that half-integral weight form is real-value on the lines ;1 and d2 when it is normalised to
have real Fourier coefficients.

2Here, and throughout the paper, the notation £ ~ L means that L < ¢ < 2L.
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Theorem 1.1. ([I3] Theorems 1.1. and 1.3]) Let K be a large parameter, € > 0 be an arbitrarily small fized
number, and j € {1,2}.
(1) For > K?/(log K)™/? of the forms g € Si we have

#{Z(9)N0; N Fy} > % (log k)22

for VKlog K <Y < K'=° with any small fized constant § > 0.
(2) For at least (1/2 — €)#Sk of the forms g € Sk we have

K
#{Z(g)No; N Fy} > v
for VKlog K <Y < K'=° with any small fized constant § > 0.

The first part is proved by studying sign changes of Fourier coefficients ¢,4(|d|) of a half-integral weight cusp
form ¢ at fundamental discriminants d. The loss of powers of logarithm in part (i) is ultimately due to the
fluctuation in the size of |¢4(|d|)|. Indeed, the study of sign changes relies on estimating the second and fourth
moments of the Fourier coefficients and a consequence of the variation in the size of |c4(|d|)| is that these
moments are not of the same order of magnitude as the fourth moment amplifies the large values of |¢,4(]d])]-
The proof of the second part exploited the multiplicativity of ¢,(n) at squares following arguments of [20].

In the same article it was alluded that it might be possible to obtain a result that holds for a positive
proportion of forms in Sk with > K/Y real zeros in Fy by introducing a suitable mollifier to the argument
(we shall review the approach of [13] in the next section). The goal of the present work is to verify this
prediction. In the following section we introduce a mollifier that is suitable for our aim. The mollifier M,(d)
is chosen so that typically |cy(|d|)My(d)| ~ 1. Our main result is the following, which unifies and improves
the results in Theorem [Tl

Theorem 1.2. Let K be a large parameter and j € {1,2}. Then for > K? of the forms g € Sk we have
K
#12(9) Ny NFyv}>

for VKlog K <Y < K'=? with any small fized constant ¥ > 0.
Remark 1.3. In the range vkloghk <Y < ﬁk it is expected that

k
#2)nFri= ¢
for g € S;:r+;(4)'

This should be compared to a result of Lester, Matoméki, and Radziwilt [20] for integral weight forms. They
showed that for any fixed € > 0 there exists a subsetﬂ Sk C Hy, containing more than (1 — ¢)#Hj, elements,
such that for every f € S; we have

#{z € Z(f)Né; "Dy} = c(e)#{Z(f) N Dy}

for each j € {1,2} provided that vklogk <Y < §(e)k and k — oo for some positive constants c(e) and
d(e) depending only on e. Here of course Dy := {z € D : Im(z) > Y}. Furthermore, under the Generalised
Lindel6f Hypothesis they showed that

#{2€ Z(f)Ns;NDy} > (1’;)1_5

in the same range of Y.

The proof of their result relies on the breakthrough of Matoméki and Radziwilt [24] on multiplicative
functions in short intervals. Concerning the first result mentioned, note that for individual forms f we
cannot do as well, even on the assumption of the Generalised Lindel6f or Generalised Riemann Hypothesis

3Throughout the paper we write Hj for the set of holomorphic cusp forms of integral weight k& and full level. We also write
By, for the Hecke eigenbasis of Hoy.
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(GRH). The reason is that in order to produce real zeroes of f we look at sign changes of the coefficients
Az(n). In order to obtain a positive proportion of the zeroes on the line we need a positive proportion of sign
changes between the coefficients of Af(n) in appropriate ranges of n. However, we cannot e.g. rule out the
scenario where for all p < (log k)?~¢ we have A¢(p) = 0.

Broadly the method used to prove Theorem is the same as in our previous work [I3], which significantly
differs from the arguments used in [7, 23] 20]. However, computing the mollified moments of c¢4(|d|) is
significantly more challenging compared to estimating the unmollified moments in [I3]. In particular, the
main novelty of the present work is the sharp estimation of the mollified fourth moment of the Fourier
coeflicients that requires relating the moment in question to a suitable random model. Finally, observe that
our result requires considering forms in a larger family Ug., KB,:Zrl /2 instead of just Bk++1 /2 The reason for

+
k+1/2
to evaluate the mollified moments of the Fourier coefficients sharply, see the discussion in [I3, Section 2].

this is that similarly as in [13] the averages over the forms g € B and the weights k are needed in order

2. THE STRATEGY

In this section we explain the ideas behind Theorem But before that we very briefly outline the structure
of the approach in [13]. There the main idea was to study sign changes of the Fourier coefficients ¢4(|d|) of
a half-integral weight Hecke cusp form g along the (odd) fundamental discriminants d. It is convenient to
normalise the Fourier coefficients ¢,(|d|) by the factor /&g, where

(k- 3)
_1
(4m)*=2gl3
Throughout this section we set X = K/Y. Very briefly, it follows from a steepest descend argument that
in order to obtain real zeroes of g one needs to produce fundamental discriminants d+ in short intervals
z < (=1)*d < 2+ H with H as small as possible in terms of X ~ x so that ,/agcy(Jd_|) < —k7% < k™% <

/@gcg(|dy|) for some § > 1/2. For the purpose of exposition we pretend here that we are only looking for
numbers dy for which ¢4(]d—|) < 0 < ¢4(|d4]). To detect such an event one considers the inequality

(2.1) Qg =

ST vaeld) s YT agle(d)
z<(—1)kd<z+H z<(—1)kd<z+H
and notes that the inequality is strict if and only if ¢,(|d|) has a sign change in the interval [z, z + H]. Here
Zb signifies that we are summing over odd fundamental discriminants. In [13] it was shown that one is able
to detect sign changes for many forms if H is chosen to be a power of log K. Indeed, choosing H = (log X )?
it was shown that for > K?/(log K)7/? of the forms g € Sk the inequality

YU vaeld) < Y gl
z<(—1)kd<z+H z<(—1)kd<z+H
holds for > X/(log X)°/? of  ~ X from which one immediately deduces part (1) of Theorem The two
auxiliary results needed for this are contained in the following lemma. Here wy (sometimes we write w, if
g€ SZ—H /2 (4) corresponds to f € Hyi, under the Shimura correspondence. Similarly for the mollifier we shall
use M,(d) and My(d) interchangeably) are the standard harmonic weights that appear in the Petersson trace
formula.

Lemma 2.1. ([13, Lemmas 2.7. and 2.8]) Let h and ¢ be compactly supported smooth weight functions on
R.. Then for X < VK we have that

(1)

Zh <2k[; 1) Z Qg %:b|€9(|d|)|2¢ <|;é|> = 2;§E(O)$(O) + O8 (KX1/2+5) )

+
keZ geBk+1/2
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(2)

S h <2kK 1) 3 agwglzﬂ ¢y (|d))[ 4o (d> < XK log(XK).
kEZ €B+
k:+ b1

The loss of powers of the logarithm in Theorem stems from the fact that in the previous lemma the
sizes of the second and fourth moment of the Fourier coefficients are not of the same order of magnitude. As
mentioned above, the reason for this is that the size of |c4(]d|)| fluctuates as d traverses over the fundamental
discriminants.

To remedy this one can introduce a positive quantity M, (d) with the property that |cq(|d|)M,(d)| =~ 1
and evaluate the moments of ¢, (|d|)M,(d). This then yields information about the sign changes of ¢4(|d) as
M,(d) > 0. Below we shall choose the mollifier M,(d) so that, assuming X < VK,

Si(*E) X 2-12b|cq|d||4 @ (')

kez EBl:rl/z
% — 1 b d
=Sn(E) X X latar@re () = xx
kEZ g Bk+1/2 d

for compactly supported smooth weight functions h and ¢, which then implies Theorem by repeating the
arguments of [13] verbatim except with ¢, (|d|) replaced by c4(|d|)My(|d]).

We now compare the strategies to compute the mollified moments to the methods used to establish Lemma
in [I3]. Concerning the second moment, the strategy is broadly similar to that in [I3]: one executes the
g-sum using the half-integral weight variant of the Petersson trace formula after which the d- and k-sums are
evaluated by the Poisson summation. For the mollified second moment we first instead use Waldspurger’s
formula to express |c,(|d|)|* as a central L-value on which an approximate functional equation is then applied.
After that the d- and k-sums are evaluated by the Poisson summation. The final step is to relate the resulting
main term to an Euler product that is estimated by Mertens’ theorem.

The unmollified fourth moment was treated by starting with Waldspurger’s formula and an approximate
functional equation, after which a large sieve inequality of Deshouillers and Iwaniec was used to estimate
the double (g, k)-sum. The final step was to average over the fundamental discriminants trivially. With a
mollifier this strategy does not work and we need to proceed differently. However, the first steps are identical:
by Waldspurger’s formula we need to estimate the sum

Zb <d> %h (% > > wrL <;7f®Xd>2Mf(d)4-

f€By

Using an approximate functional equation we express the central L-value by essentially a finite Dirichlet
series. After expanding the definition of My (d) we execute the sum over Bj using the Petersson formula.
This splits the sum into two parts, diagonal and off-diagonal, in a natural way. The diagonal term can be
written as an expectation value

(22) Zsb('d')zh(% ) Bt M X )

kEZ

where L(X;d, k) is a random L-function build from random variables X, which model the behaviour of Hecke
eigenvalues Af(n). Similarly, M>(X;d) is random mollifier modelling the behaviour of M(d)*. Now, using
the Mellin inversion we may express (2.2)) as a double line integral

|d| 2k — 1 27\ VT T(s1 + k) T(s2+k) 52452 _ dsy dsg
Z¢< )Zh< )E (27m)2//(d> F(k‘) . F(k‘) e + F(51782,X7d) 5189
(1@

kEZ

for certain function F'(s1, s2; X, d) for which E(F'(s1, s2; X, d)) has poles at so = 0 and so = —s1. It will turn
out that the contribution of the latter pole cancels the off-diagonal from the initial application of the Petersson
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formula. This gives a new instance of a similar phenomenon appearing in some prior works [3| 4}, [16] 80]. The
computations here have similarities with the arguments of Khan [I6] and we are able to use some technical
results he proved. The pole at s = 0 gives the dominant contribution, which turns out to be < XK
after some calculations with Euler products. Here the presence of random variables greatly simplifies the
computations, especially allowing us to control the effect of "small” primes in the mollifier using some ideas
from [6].

2.1. Organisation of the article. This paper is organised as follows. In Section 4 we describe the mollifier
M,(d) used in this work. In the following section we gather basic facts about half-integral weight modular
forms and other auxiliary results we need. In Section 6 we introduce a random model for the Hecke eigenvalues
and construct a random mollifier from these random variables. In Section 7 we evaluate a character sum that
arises in the computation of the fourth moment of the Fourier coefficients. The second mollified moment is
estimated in Section 8. The estimation of the fourth moment takes the following three sections. Finally the
main result, Theorem is proved in Section 12.

2.2. Acknowledgements. This work was supported by the Finnish Cultural Foundation. The author is
grateful to Kaisa Matomaéki for interesting discussions, and to Steve Lester for encouragement and suggesting
that the methods of [6] might be useful when computing the mollified fourth moment of the Fourier coefficients.

3. NOTATIONS

We use standard asymptotic notation. If f and g are complex-valued functions defined on some set, say D,
then we write f < ¢ to signify that |f(z)| < C|g(z)| for all € D for some implicit constant C' € Ry.
The notation O(g) denotes a quantity that is < g, and f < g means that both f < g and ¢ < f. We
write f = o(g) if g never vanishes in D and f(x)/g(x) — 0 as * — oo. Moreover, we write f ~ g if
f(z)/g(x) — 1 as © —> oo. The letter ¢ denotes a positive real number, whose value can be fixed to be
arbitrarily small, and whose value can be different in different instances in a proof. All implicit constants are
allowed to depend on €, on the implicit constants appearing in the assumptions of theorem statements, and
on anything that has been fixed. When necessary, we will use subscripts < g,..., Oa,3,..., etc. to indicate
when implicit constants are allowed to depend on quantities a, 3, ...
We define yq(-) := (?)7 the Jacobi symbol, for all non-zero odd integers d. For such d we set

)1 ifd=1(4)
TN itd=3(4)

Let us also write 1,,—, for the characteristic function of the event m = n. Furthermore, Re(s) and Im(s)
are the real- and imaginary parts of s € C, respectively, and occasionally we write o for Re(s). We write
e(x) := €2™*_ For a compactly supported smooth function ¢, we define its Fourier transform ¢(y) by

Aw) = / o(2)e(—zy) da.
R

The sum ) (¢) eans that the summation is over residue classes coprime to the modulus. We also write 7(x)
for the quadratic Gauss sum associated to a character x. Given coprime integers a and ¢, we write @ (mod c)
for the multiplicative inverse of a modulo ¢. As usual, I' denotes the Gamma function and p denotes the
Mobius function. In addition, d(n) is the usual divisor function and (n) is Euler’s totient function. The
notation n = [0 means that a natural number n is a perfect square. We also write [a, b] for the least common
multiple of two natural numbers a and b, this should not be confused with a notation [a,b] used for a real
interval. The notation p®||n means that p®|n, but p®** { n. Of course ¢ denotes the Riemann zeta function
and write its local factors as (,(s) := (1 —p~*) 7! so that ((s) = [1, ¢p(s) for Re(s) > 1. We also write Tr(A)

for the trace of a matrix A and E(X) for the expectation value of a random variable X. Finally, Zb means
we are summing over all odd fundamental discriminants.
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4. CHOOSING THE MOLLIFIER

4.1. Heuristics. Let d denote a fundamental discriminant, and x4(:) = (4) denote the primitive quadratic
character of conductor |d|. Let f ® xq denote the twist of f € Hay by the character x4, and let L(s, f ® xq)
denote the twisted L-function

L(s, f ® Xa) := ZA’C HL @ xa)

m=1

for Re(s) > 1. Here

Ar(P)xalp) | xa(®)*\
bt v = (1 M)
p p
By Waldspurger’s formula the absolute square of ¢,(|d|) is proportional to the central L-value L(1/2, f ® xq),
where f € Hyy, is a classical holomorphic cusp form attached to g € S;Zrl (4) via the Shimura correspondence.
2
This motivates us to choose the mollifier M, (d) so that it behaves like L(1/2, f ® x4) /2, at least for typical
g and d.
For |d| > k® we expect that log L(1/2, f ® xq) to be approximated by

Z (O‘ﬁ =+ Bﬁ) Xd(p)l
/2 ,
vicme P
where ay, 3, are the Satake parameters of f at p. Recalling that a, + 8, = Af(p) and a2 + 32 = Af(p?) — 1
it is expected (and can be shown under GRH) that the sum above is

5 M%d@ _ %bglogm\ (1+0(1)).
p<l|d|®

Thus heuristically we expect (unconditionally) that

1 _ Az (p)xa(p)
(4.1) L(=,f®va)~ (logld) 2 ex LA
(3£ 94) o[ 2R

Here the approximation sign ~ should not be taken too literally. Recall that we wish to choose the mollifier
so that it approximates L(1/2, f ® Xd)_l/ 2. By the discussion above a natural choice for the mollifier would
be, for suitable x depending on X when d ~ X,

My(d) = (log x)1/4 exp(P(f,d)),

where

P(f,d) := _% 3 M(P%d(p).

In order for M,(d) to be a good approximation for L(1/2, f ® x4)~/? one wishes to choose z ~ X¢ for
some fixed € > 0. However, with this choice one faces a technical problem that expanding the exponential
factor into a Taylor series leads to a long Dirichlet polynomial, which in turn makes it impossible to facilitate
certain necessary computations. On the other hand, for rather small x, say « =< log X, the resulting Dirichlet
polynomial has a short length but in this case we do not expect My(d) to be a good approximation for
L(1/2, f @ xa)~'/*.

The idea that allows us to take z to be a small power of X is to use an iterative scheme of Radziwilt and
Soundararajan [25], which is partly motivated by the Brun—-Hooley sieve. Heuristically we expect that P(f,d)
has a Gaussian limiting distribution over d ~ x with mean zero and variance ~ loglogz. We consider the
disjoint sets of primes in the intervals I, I, ..., I; with [; = [K% -1 K% for j = 1,..., J and set Iy :=]c, K%],
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where ¢ > 2 is fixed. Due to the expected Gaussian distribution, choosing 6;’s appropriately, we anticipate
that each of the terms

1 Mr()xa(p)
2 I; NG

should typically be approximated by a short Dirichlet polynomial depending on the size of 0; as the sum
inside the argument is expected to be small for most d. We take J to be so large that 65 > 7, for some fixed
12 > 0, meaning that J < logloglog K. This leads one to expect that for typical d ~ X we should have that

1 Ar(p)xa(p) | _ ! 1 As(P)xa(p)
S AP Vv ol | Sl b P Py

can be approximated by a short Dirichlet polynomial. Due to technical reasons it is better to replace
Af(m) with the completely multiplicative function ay(m) defined by af(p) = A\¢(p) at the primes. The key
observation is that using the Taylor expansiorﬁ and binomial theorem we have

exp

,lzaf(p)xcz(p) ~ Y 1 lzaf(p)xd(p) J

i
2 pEl; \/ﬁ 0<5<10¢; J: 2 pel; \/ﬁ

An)ar(n n)v(n
- ¥ ()gé(iic\cz/(ﬁ)()

l

exp

pln=p€l;
Q(n)<104;

ar(p)xa(p) ,
p;]j b < Y.

Here Q(n) is the number of prime divisor of a positive integer n (counted with multiplicity), v is a multi-
plicative function such that v(p®) = 1/a!, and A(n) = (—=1)?™ is the Liouville function.

A concrete choice of parameters that suffices for us is the same one as in [2I] (see also [6] for a similar
choice in a little different context), namely

eJ
j=m (loglog K')®
where 77 > 0 is sufficiently small absolute constant. We choose J so that 1 < 05 < enq for sufficiently small

constant 72 > 0.
The discussion above motivates us to choose our mollifier as

and £ :=2[0;""],

J
(4.2) M,(d) == (log K)'/* T] M,(d; ),
j=0
where (MA@ ()xaln)
. ar(m)A(n)v(n)xa(n
My(d; j) = ;EIV ’ 20n) Jy —
"am<t,

This mollifier is designed so that it behaves like L(1/2, f ® xq)~/? for typical f € Ha, and fundamental
discriminant d.

The method used to prove Theorem [I.2] relies crucially on the estimation of certain mollified moments of
quadratic twists of modular L-functions. The relevant results are the content of the following two propositions,
which replace Lemmas 2.7. and 2.8. in [13].

“More precisely, in the form saying that e* = (1 + O(e=?")) 20<i<10v 23 /4! for |z| < V.
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Proposition 4.1. Let ¢ and h be smooth compactly supported functions on Ry. Suppose that X < VK.

Then we have
Zh(zkgl) 3 agzd:b|cg(|d|)2Mg(d) (' |> > XK.

kEZ geBt
kt+d

Proposition 4.2. Let ¢ and h be smooth compactly supported functions on Ry. Suppose that X < VK.
Then we have

(4.3) Zh(yﬂ[;l) Y o, 12%9 (1d))[*M, (d)*6 ( ><<XK

keZ geB* |
k+2

In the latter proposition and throughout the paper we write as an abuse of notation wy for wy when f is the
Shimura lift of g.

Given these the proof of Theorem can be completed similarly as in [I3]. This deduction is achieved in
Section 12.

4.2. Evaluating the fourth moment. The proof of Proposition [£.2] warrants some comments. But before
that, one easily observes using the complete multiplicativity that for any ¢ € N,

(4.4) Mg(d)% — (log K)e/g Z he(n)agg(zz))\%)xd(n).

nSK2Z9J
Here
he(n) == E voe(no; bo) - - - vae(ng; L)
no--"nNjg=n
pln;=p€l; VO<j<J
Q(n;) <205 VO<j<J
and

vp(ny ) := Z v(ny)---v(ng).

SMe=n

Q(n])<EV 1<5<r
Let vj(n) := (v*---xv)(n) denote the j-fold convolution of v. Note that v,.(n;¢) < v.(n) and that if Q(n) < ¢,
then v.(n;£) = v.(n).
After opening M, (d)* using , in order to prove Proposition we would require an asymptotic
evaluation of the multiple average

Zh<2k )Z Zb < f®xd>2af(r)xd(r)¢(|;|>'

keZ feEB

This can be done, but applying the resulting formula to the left-hand side of results with an unwieldy
expression for the main term, which is hard to evaluate. Instead we introduce a random L-function in which
the Hecke eigenvalues Ay(m) are modelled by random variables X (m) (defined shortly), and then match our
expression with the random analogue. Comparison with a random model allows us to sidestep a number of
technical points that would otherwise require involved effort to resolve. In particular, using the independence
of the random variables {X (p)}, at the primes reduces many of the computations to ”local” ones evaluated
at each prime.

5. PRELIMINARIES

5.1. Half-integral weight forms. Let S} 1 (4) denote the space of holomorphic cusp forms of weight &+ %
for the Hecke congruence group I'g(4). Any such form g has a Fourier expansion of the form

(5.1) Z cg(n

n=1

N\x-

% (nz2),

where ¢4(n) are the Fourier coefficients of g.
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For g,h € S}, 1(4), we define the Petersson inner product (g,h) to be

— 1ded
(5.2) e e
To(4)\H

For any odd prime p there exists a Hecke operator T'(p?) acting on the space of half-integral weight modular
forms. We call a half-integral weight cusp form a Hecke cusp form if T'(p?)g = v,4(p)g for all p > 2 for some

v4(p) € C.

The Kohnen plus subspace S;Jr 1(4) C Sy 1(4) consists of all weight k + 1 Hecke cusp forms whose n'®
2

Fourier coefficient vanishes whenever (—1)*n = 2,3 (mod 4). This space has a basis consisting of simultaneous
eigenfunctions of the T'(p?) for odd p. It is well-known that, as k — oo, asymptotically one third of half-
integral weight cusp forms lie in the Kohnen plus space.

Kohnen proved [I8] that there exists a Hecke algebra isomorphism between S;Zr% (4) and the space of level

1 cusp forms of weight 2k. That is, S]:FJF 1 (4) = Hyi as Hecke modules. Also recall that every Hecke cusp
2

form ¢ € Slj+ , (4) can be normalised so that it has real Fourier coefficients and throughout the article we
2

assume that g has been normalised in this way.
The proof of our main result uses the explicit form of Waldspurger’s formula due to Kohnen and Zagier
[17).

Lemma 5.1. For a Hecke cusp form g € S:+l(4) we have
2

1 (k=1' (99
5.3 co(|d 2L<,f®xd>- C o
(5.3) leg(ld])] 5 U
for each fundamental discriminant d with (—1)¥d > 0, where f is a holomorphic modular form attached to g
via the Shimura correspondence, normalised so that Af(1) = 1.

Remark 5.2. Using the normalisation (2.1)) the above formula can be written in the form
1
ey () =eosL (3£ 9xa).

We also remark that L(1/2, f ® x4) vanishes when (—1)*d < 0 due to the sign in the functional equation.
It follows directly from (5.3)) that L(1/2, f ® xa) > 0 otherwise. Here for f1, fo € Haj the Petersson inner
product, which is still denoted by (f1, f2), is defined to be

(fifa) = / fl(z)ﬁ(@y%d”;#.
SLo(Z)\H

We write |[f[|3 == (f, f).
Using the Hecke relations we have for any o € N and prime p that

Ar (D)= hale)As (p9),
c=0

where h,(c) are non-negative integers given by

™

ha(c) = %/(z c0s 0)° sin((c + 1)6) sin 0 0.
0

We call these Chebyshev coefficients. Recall that ay(n) = [] ), As(p)*. By the repeated use of Hecke
relations it is easy to see that

(5.4) ag(n) =Y cn(w)hs(u),

uln
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en(u) == H ha(c).

p°[|u
p*|In

Later in the paper we require some values of ¢, (u) with n (and u) powers of a fixed prime. These are easily
computed and listed here:

() =hi(0)=0 | =ml)=1 |cp

cp3(1) =h3(0) =0 | cpe(p) =h3(1) =2 |cp

Table 1. Certain values of ¢, (u).

We also note the easy bounds 0 < h,(c) < 2°*! from which we immediately deduce the trivial bound

cn(u) <29,

An approximate functional equation also plays a key role in our work. The following is an easy modification

of [25] Lemma 5].

Lemma 5.3. Let f be a Hecke cusp form of weight 2k for the full modular group SLo(Z).

where, for any o > 2,

(5.5)

T 2mi
(@)

Furthermore, for |[Im(s)| < vk we have for any A > 1 that

(5.6)

Vi(€) =14 0(£/?°W),

We also have the estimates

wo<. (5’

B k)4
V(&) <ap P <§>

for any A > 0 and integer B > 0.
In addition, using Stirling’s formula there exists a holomorphic function R(s, k) so that for Re(s) > —k/2
we have R(s, k) < |s|*/k and

(5.7)

(s +k)

NORE kR (140 (k7))

In particular, for |Re(s)| < vk we have

I(s+k)

(k)

(o))

Note also that Vj, = Vi1 for u = (k- 1)/K.
To see that (5.7) holds, note that for |arg(s)| < m — 4, Stirling’s formula gives

I'(s)

V() (o)

Ve(€) =14+ 0a(&).

T (k)

1 _ o\ As(m)xa(m) m
L <2af®Xd) = QmZ::l Tvk (|d> s
Vo) = o= [ gls)ae L witn g(s) = (2m) LR

Then
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where the implied constant depends at most on §. Hence for Re(s) > —k/2 we have that

(ﬁ&:)s _( ())E()( )W
(o))

For Re(z) > —1/2, we have that log(1 + z) = z 4+ O(|z|?). Hence, for Re(s) > —k/2 we have that

() e (o0 4o(1)
e (s+0(1)).

Thus we conclude that for Re(s) > —k/2 we have that

- (o)D)

as desired.
5.2. Basic tools.

5.2.1. Summation formulas. One of the most important tools is the Petersson trace formula.
Lemma 5.4. Let m and n be natural numbers, and k be a positive integer. Then

ok o= S(m,m; 4
Z wf)\f(m)Af (n) = 11’n:n + 27r12k Z (m " C) JQk—l < Tr@) )
c=1

C
feBy =

where S(m,n;c) is the usual Kloosterman sum and J, is the J-Bessel function.

Let us now define two integral transforms. For a smooth compactly supported function h, we set

’LL) 6iyu du

(
Nz

and

o0
\ m)V = n)h(y/u) .
W (m, n, v) ::/ Va1 MV i1 (WA iy
2mu
0
Main properties of these integral transforms have been worked out by Khan. He has shown [I6], (2.17)] that

Aq Ay
2 K K _
(5.8) Wi (n,m,v) <a,.40,8 <n> <m> vF

for any A1, A3 > 0 and B > 0. Thus WI(?) (n,m,v) is essentially supported on n < K'*¢ m < K'*¢ and
v < K¢. Moreover, using integration by parts we have estimates for the derivatives;

o) 52;@C> , (f)‘ﬁA(¢&>B .
a6 'K <wrwrw¢@<ﬁAB d] wee) B

for any j >0, A, B > 0.

(5.9)
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We also have the identity [16] (2.24)]
. k-1
2 Z ’Lkh <K> Vk(n)Vk(m)Jk_l(t)
k=0 (2)
(5.10)

oo

K e K? t ;

= —%Im (eQm/Se”W;(z) (n,m,2t>> +0 ﬁ/# /VuK-i-l(n)VuK-i-l(m)h(u)ewv du| dv
R0

A simple application of the Poisson summation gives

k—1 K~ _B
> h <K> = S h(0)+0p(K~")
k=0 (2)

for every B > 0.
For real £; > 0 and & > 0 we define

1 ey 22 2 _ dzd
W(enean) = g [ [ @m e g, ) S
(A1) (A2)

where

ha(v) = / h(%;/a)uz/%m du

0 U
Then
@) _w(m -

(5.11) W (m,n,v)—W<?7E,v) L0, (K1Y

Integrating by parts shows that A.(v) <ge(s),5 (1 + [2])Pv™" and consequently

W (&1, &2,0) €p.a,.a, £ 116542078

for A1, A3 > 0and B > 0.
The treatment of the off-diagonal in the fourth moment computation requires the following auxiliary result
[16, Lemma 3.3.] concerning the properties of the Mellin transform of the function #,.

Lemma 5.5. For 0 < Re(s) < 1, we have

u

(5.12) ho(s) = /%uzm_ﬂ“(s) (cos (%) +isin (%)) du
0

and the bound h.(s) KRe(z) (1+]2])%]s] 72
For 0 < ¢ <1 we have

(5.13) ha(v) = —— / v (s) ds.

T 2mi

Another key tool is the Poisson summation formula.
Lemma 5.6. Let f be a Schwartz function and a be a residue class modulo c. Then
1 ~/n an
> rm=->F(5)e (%),
c c c
n=a(c) n

where f denotes the Fourier transform of f. Note that this reduces to the classical Poisson summation formula
when ¢ = 1.
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We shall also need a different variant of the Poisson summation formula. For this, let us define, for any j € Z,
a Gauss-type sum

(5.14) =3 (3)e(2) = (U520 + (5) Y52 ot
o= (4524 ()40 £ @)-(2)

a(n)

It can be shown that for odd coprime m,n one has G;(mn) = G;(m)G;(n) and if p*||j for a prime p, then
the exact formula for G; (pﬂ ) is given in [29] Lemma 2.3]. The variant of Poisson summation formula needed
for our purposes is contained in the following lemma.

Lemma 5.7. ([25, Lemma 7.]) Let n be an odd integer and q positive integer so that (n,q) = 1. Suppose
that F' is a smooth and compactly supported function on R. Finally, let n be a reduced residue class modulo

q. Then !
2 (o= n (5 () ()

where F is the usual Fourier transform.
The Gauss-type sum in the previous lemma may be evaluated explicitly.

Lemma 5.8. ([29] Lemma 2.3.]) If m and n are coprime odd integers, then to(mn) = 7o(m)1¢(n). Further-
more, if p® is the highest power of p that divides £ (setting oo = 0o if £ = 0), then

0 if < ais odd
e(p?) if B <« is even

(5.15) Té(pﬁ)z —p* if f=a+1is even
(%)po‘\/ﬁ ifB=a+1is odd
0 if B> a+2

5.3. Other tools. We also record the following well-known uniform estimate for the J-Bessel function [IT]
(2.117)]. For v > 0 and x > 0, the J,-Bessel function satisfies the bound

(5.16) J,(z) < \/% (JL)V

Another crucial auxiliary result is the stationary phase method for estimating oscillatory exponential integrals.
We quote the following special case of a result [5, Proposition 8.2.] by Blomer, Khan, and Young that is
uniform with respect to multiple parameters (see also [30, Lemma 5.6.]).
Lemma 5.9. Let X, Y, V,V1,Q>0and Z:=Q+ X +Y + V1 + 1, and assume that
Qzl/40

yi/2 -
Suppose that h is a smooth function on R with support on an interval J of length V1, satisfying

A (t) <; XV

for all j € NU{0}. Suppose that f is a smooth function on J such that there exists a unique point tg € J
such that f'(to) =0, and furthermore

') >vQ2 f9OM)<;YQ? forallj>1landtc J

vy>z73% >V >

Then

e _ gson(r” (topymisa_¢ (to)) QX (o v
R/ h(B)e( (1) dt = L n0)+0 (S (V72 + (r/0) ).



14 JESSE JAASAARI

6. MOLLIFIED MOMENTS

6.1. Random model. We need a probabilistic random model for the Hecke eigenvalues Ay(m), which we
now introduce following [T9]. To motivate the model, let G* denote the set of conjugacy classes of G' = SU(2)
endowed with the Sato-Tate measure. Note that if m > 1 has the prime factorisation m = pJ? - -- Py, then

we have
¢

r (Sym® (g5 (p;))) ,

97(p) = ( o)

with oy, B, being the Satake parameters of f at a prime p. Then it can be shown that for a fixed set of

n":]e\

where

primes {p1,...,p¢}, the £-tuple {gfc(pl), ...,ggc(pg)}feH% of conjugacy classes equidistributes inside (G*)*
k — oo.
This suggest the following random model for A¢(m). Let {gf,}p be a sequence of independent random

variables with values in G* that are distributed according to the Sato-Tate measure. Then we define X (1) = 1
and

X(m) = H Tr (Symo‘f (gﬁj))

14
1

J
for m = p* - py.
We note that

(6.1) Xmxm =3 x (2

d[(m,n)
and E(X(m)) = 1,,=1. By linearity of the expectation these give

1 ifm=n

0 otherwise

(6.2) E(X(m)X(n) = Y 1:{
d|(m,n)
mn=d

6.2. Construction of a random mollifier. Let X be the random variable as above. Then we define the
random mollifier
My(X;d) = (log K)'/? T] My (X;d),
0<j<J

where

M) = 3D AP S X o),

pln=p€l;

uln
Note that we may also write

My(X;d) = (log K)'/? Z

n<K?2%s

A(n)xa(n)ha(n)

SN Z en(u) X (u).

uln

This is a random counterpart for M,(d)? as can be seen by comparing this to (4.4) for ¢ = 1.

7. CHARACTER SUM

In the proof of Proposition we require the evaluation of a certain character sum. In this section we achieve
this task. In order to do this the following result is needed.
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Lemma 7.1. ([2| Theorem 2.1.2.]) Let p be an odd prime and a,b,c be integers with pt a. Then
Z(ax2+bw+c>_ - (2) if b2 — dac £ 0 (p)
< p (p—1) (g) if % — dac = 0 (p)

The main result of this section is the following.

Proposition 7.2. Let d be an odd squarefree integer and let c,v, and n be natural numbers so that vn =

ule,d)?/c®. Then the sum
S s on e (B
z ([e,d]) w ([e,d]) [c,d]

vanishes unlesﬁ d|e, in which case it equals

c-ple) _y#ldy
(u)(-1) (1
o) r|£

plg

where #{p|d} is the number of primes dividing d.

Proof. Suppose first that d f ¢. Then there exists a prime p|d for which p t ¢. From the assumption
vn = ufe,d)?/c? it follows that p|vn. By symmetry we may assume that plv.
After opening the Kloosterman sum and rearranging our task is to evaluate

"y vz<: w%:d]) <UT i [Z}ZJ m%:,:d])Xd(x)e (M;W i [22}) '

Let us focus on the inner sum. We compute

3 Xd(x)e(“;” ) [ciz/:ildzlxdhdw ((hd+€)< +[Cj’d}>)

z ([e,d])
) g’““)e ((F+ea)) [% (T o))

Clearly the inner h-sum is given by

{[C;ld] ifw’Y'ﬁ-i-UEO([C;ld])

0 otherwise

The ¢-sum is an usual Gauss sum and it evaluates to

d
WY may T
i (gl

using the formula (¢, d) - [¢,d] = cd.
Let us now write

[c,d]
. =h-
g Y d

for some integer h. By the assumption made in the beginning of the proof, both summands on the left-hand
side are divisible by p. On the other hand, by construction p does not divide the number [c,d]/d as d is
squarefree. Thus p|h. But in this case

wfy~(#'ld)+v B B
Xd (W) =xa(h) =0

5Note also that the condition d|c forces vn = u.
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and so the whole sum vanishes.
Thus we are reduced to the case d|c. Note that in this case [¢,d] = ¢ and (¢,d) = d. All the previous
computations are still valid so taking into account the evaluation of the h- and ¢-sums it follows that (7.1) is

given by
vy 4+ wn d(wy + v)
gd\/— E E X ( c ) Xd ( c ' 1w'y+v£0 (¢/d)-

y(@Qw
Note that writing wy +v =h -

w-sum can be written as

W
5 (7 (1§ =) xatme (7).
h(d)
and so at this point (7.1)) is given by

o 3w v i (v -0)) < (7).

h (d)

d?

To treat the subtraction inside a multiplicative character we write, using [10} (3.12)],

R L O ]

5005 -)e () = T () s B e (H5272),

The inner Gauss sum equals

Thus

eaVdxa (b' 2 + 777)

and we also have 7(xq) = e4V/d. At this point our sum is given by

sd% %*Xd('}/) Z Xd (62 . g + b?ﬁ) e <b5>

b(d)
=g e(—bv) *X bn'y2+b2-57 .
d\/&b% d %:) o 1)

Now we use the complete multiplicativity of y4; and the Chinese remainder theorem as well as and apply
Lemma [ZI] to the inner sum to see that

Z*Xd (me +0%- gv) = SDE;)) Z*Xd (me +0% gv)
()

v (¢)

_ pie _1)#1{pld} _
P | (g
plg

Thus we have shown that the sum we started with can be written as

¢ p(c) #{pld} b
ea————=xa(n)(=1)7 (1=p) ) xalble|——
EERY Ho=w2 e
plg
when d|c.
The final remaining sum is again a Gauss sum that equals 5d\/ng(U)~ This completes the proof recalling

that vn = u (for d|c) and the fact that €2 = 1. O
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8. PROOF OF PROPOSITION [A.1]

We start with the following result concerning averages of quadratic characters. The proof is standard and
similar calculations can be found e.g. in [25] 211 [14] [15].

Lemma 8.1. Suppose that n and u are odd positive integers with nu < X'~¢. Let ® denote a smooth and
compactly supported function in [1/2,5/2]. Then

%) —1
O a(nu)® (|d> Vi <d|> X;TQ (/O o) d§> I1 (1 n ;) Ty +0- (X3/4k:‘1/4+8 +X1/2+€\/m).

plnu

d

Proof. We pick out the property that d is squarefree by the identity

(oo} . .
1 if d is squarefree
8.1 =
(81) Z () {0 otherwise

RH"‘

(an2)=1
o?|

Note that the above identity holds without the condition («,2) = 1, but this can be added as by construction
(d,2) = 1. Inserting this to the above expression gives that the d-sum is given by

2

o0 2

@ r u ra

2 o ()0 ()0 (222,

(82) Z He) (nu) 72 nu) P \ra? X
a=1 r=a? (mod 4)

We will evaluate the r-sum by applying Lemma[5.7] The terms where nu is a square will contribute the main

term in the zero frequency term on the dual side and the rest will give the error term.

Using Lemma the zero frequency contribution is given by

(a, 2u) 1
A simple computation shows that, recalling nu is odd,
0o —1
pa) p(nu) 1 1
(8.4) Y. o =[I(1-=)II(t+-) .
—= o nuy i3 P i P
(a,2nu)=1 P P
leading to
1\ " 1 o L(s+k) [ X\° . _.ds
8.5 1-—= 1+ - Apu=0 - =— Sdé ) ———= | — STt —.
69 TI0-5) IL0+5) ez [, (] 2000 S (35) <
plnu

The s-integrand in (8.5 extends to an analytic function in the above domain (apart from a simple pole at
s = 0). Thus moving the line of integration in (8.5)) to the line Re(s) = —1/4 + ¢ shows that the expression

equals
Xn2 [ [ ! 5
_— _ . /41.—1/4+¢
; </0 <I>(§)d§> [ <1+p) Lyu=p + O (X k )

plnu

where the main terms comes from the residue at s = 0 and the error term from the contour shift.
It remains to bound the contribution coming from the other terms (i.e. j # 0) after applying Lemma

Let us set Y := X/2=¢/,/nu and
e u
r = (%) 5 ().
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We split the a-sum in (8.2]) into two parts corresponding to o < Y and a > Y. For the latter terms we
estimate the r-sum trivially and get the upper bound (recall that nu < X'~¢ and ra? < X so Vi (u/ra?) < 1
uniformly in & in this range)

Vnu.

X
<y

a>Y

For the terms with o <Y the sum we have to estimate after an application of Poisson summation is

Loy Y7 (o) (jaz}f“j ) ().

But in this case the j-sum is, say, < X! due to the rapid decay of F and using the trivial estimate
|7¢(nu)| < nu. Thus the whole sum is bounded by < Y/X < X'/?*¢,/nu, concluding the proof. O

We now begin the computation of the second moment of |c,(|d|)|. By Waldspurger’s formula and (4.4]) we
have to estimate the average

(%) Zszb L(Lren) o) anor

kEZ fE€B
_ 1/2 2k — L S (L I I (n)ag (M)A(n)xa(n)

Let us first use the approximate functional equation and then execute the f-sum. Using the definition of
af(n) and applying the Petersson formula we have

> Ap(m)ag(n) = > Ap(m) > en(u)ryp(u)

feBy fEByg u|n
= E en(u) - 1=y + error,
uln

where the error term

(log K) 1/22’1(% ) 2kzb (|d|> Z o <E|)

kEZ m=1
hi(n)A(n)xa(n) =\ S(m,u;c) 4m/mu
X <§0J 22(n) /n ch(u);c Jok—1 p

gives a negligible contribution estimating trivially using Weil’s bound for Kloosterman sums and the bound
|| as mu < mn < K120+ x by recalling that J was chosen so that 17, < 6; < ens for some very small

n2 >0 as well as X < VK.
Thus the main term is given by

e 0 () £ (4) 5 MRS (3.

keZ n<K?20J uln

Let us define a multiplicative function

uln
nu=0

At this point we evaluate the d-sum using Lemma
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Using this and the properties of v,.(n; ) listed after (4.4) we see that the main term equals

An)u(n)vy(n) A
- 1/2 AR -
(8.6) = XK (log K) H > EONG 11 1+p
0<j<J pln=p€l; plrad(n)
Q(n)<2¢;

after executing the k-sum using Poisson summation as the error term from Lemma contributes <.
K3/4+5X3/4 4 Klstl/Z'
Next we estimate the individual terms in the product. By Rankin’s trick we have

AMn)u(n)vy(n) 1\ !
Y At T (1)

pln=pel; plrad(n)

Q(H)SQZJ

B A(n)u(n)va(n) 0\t 1 A(n)u(n)va(n) A
= Y O 2 1T 1+I; +0 | & > - 1T 1+5
pln=p€l; plrad(n) pln=p€l; plrad(n)

Note that the error term is

44 44
p€El;

1 1 1j—o - (log K)°M 41
<<H(1+O<p>><< s=o - (log K) .
Using multiplicativity we also have
Z A(n)e(n)ve(n) H - 1 -1
20(n) \ /n D
pln=p€l; plrad(n)
0! 2) sy (p? 0! 1
11 <1 L(Z;)I/Z(p) <1+> M )21/2(29 ) <1+> +O( 3/2> '
oel, VP p 7 p p
Combining the previous estimates with the fact that
-1
! 2)uy (p? 0! 1
11 1L(p)y2(p)<1+> +L(My2(p)<1+> +O(2> < 1jg - (log K)°M) 41
_ 2p P 2p P P
pe]]
it follows that the main term equals

st T (15500 (1) 50 1) o )

c<p<K%J1

< 1] <1+o (1j—0 : (logﬂfj()o(l) +1>) .

0<j<J

To estimate the second product from below note that

1j—o - (log K)°W +1 1 1
II <1+O< " =140( 55 ) 2 5

0<5<J

as 11 was chosen to be sufficiently small.
Moreover, by Mertens’ theorem the first product is bounded from below by

11 <1 - % +0 <p12)> > (log K)~1/2.

c<p<K%s
Hence, using this we get that is
> XK(log K)'/?(log K)~/? > XK.
This finishes the proof of Proposition 4.1 O
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9. RELATING THE FOURTH MOMENT TO A RANDOM MODEL

Here our argument combines ingredients from [6] and [I6]. Indeed, in order to compute the mollified fourth
moment many technical calculations simplify by relating the original sum to a random model. We begin with
a lemma, which plays a key role in the proof of Proposition Let us define a random Dirichlet series

LX) =1y 3 m?gz(mlmQ)Vde)V’“(ldl)

mi=1mo=1

Lemma 9.1. Let n < K% be a positive integer. Then we have

(b(;) k%h <2kK 1) > wrl (;,f®><d>2af(n)

fE€Byg

d

=5 (1) vt ¥ B (20600 Eentwx )
d

k~K uln
-~ bp(d) d cn(u) 1 e —x 2 3/4 1-3/4+e
+2K0(0) ) 750 Z—\/a Xa(nu) - 5 — R 3w d:c+O(X/K/+).
d uln € vl|u

Proof. Using the approximate functional equation we have that the sum on the left-hand side is

oo

D)D) £ 5 5 e ()1 (%) o S

kEZ fEBr m1i=1mo=1 uln

Rearranging and using the Hecke relations this can be written as

()2 () 2L et (i) () Zow £ 2o (252 v

mi=1mo=1 Jl(m1,m2) fEB

Now an application of the Petersson formula shows that this is

4Zb <|d>zh(2k¢ )Z Zxd miman) (m) (|d|>zcn S™ Ly g2 + error term,

kez m1=1ma=1 Jl(m1,mz2)

where the error term is given by

o Zb <dl>k§h<2k )Z > Xd e (i ) ve (7

mi= 17712 1

el Yy Sl “)Jgk_1<4”m).

Jjc

uln Jl(mi,mz2)

For the main term we use the relations (6.1)) and (6.2) to write it as

53¢ TEIES )Z 5 )y, (), (chn > )E(X(m;;@)X(u))

keZ mi1=1ma=1 Jl(mi,maz

R ()5 5 ()0 () S

kEZ mi1=1mo=1

fzb (|d|)£h<2k )E L(Xsd, b xa(n) Y ea(u) X (1)

uln
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Next we will analyse the error term. In what follows we temporarily think d as fixed and postpone the
summation over d to the last moment. We execute the k-sum using ([5.10)) to see that the off-diagonal equals

d m m _1/4
QIKZQS(' |) Z Z M?)}ZL—Wch(u)u /

mi=1mso=1 uln

— 2,/ malu mi1 Mo KZCj
I 275 /8 m1m2/.] Us; C) . 9] X3+5 K2
e Z Z je W 1d] " |d]” 8m\/mimau +0( /K7)

jl(mi,mz) c=1

i i 72}4Xd3/T2 ZC” u

mi=1lm uln

2IKZ¢(|05|>

(9.1)

x Im [ e=27/8 Z

(4,d)=

where the error comes from estimating the error term in (5.10) trivially.
Splitting the m;- and ms-sums into congruence classes modulo [c, d], these sums may be written as

(9.2) S > S(aw, use)xa(z)xa(w)

z ([e,d]) w ([c,d])

_ _ 2 j j K?
" Z Z m 8 s 3/46( \/m;mth) W (mu’mgj c )

d d|’
mi=a ([e;d]) ma=w ([c,d]) || * |d| * 8my/mimau

i mlmg,u c) _ 2/mimou W mij Mmaoj K?%c —|—O(X3+E/K2)
pot c |d| 7 |d] W 8m\/mimau '

1
J

Applying Poisson summation to the mi-sum gives

1 Ze TV /y73/4€ 2\ymau yv W}({Q) yfj’ mgj’ K3c q
[c, d] [, d] c [c, d] |d|” |d|  8m\/ymau
v R
Similarly applying Poisson summation to the ms-sum gives that after some computations our double sum
equals

Y Y S(aw,use) valz) Cd2§:§: ($“+“m>.z

z ([e,d]) w ([c,d])

I:://y73/4z73/4e 2./yzu _yv oz W() yj zg K?c
c [e,d] e d] |d|” d]” 87/yzu
R R

We first focus on the y-integral. Let us set

_ 2y/yzu yv zn

where

W === "td d
An easy computation shows that the integral has a saddle-point at
e, dPzu
Yo = 202

Similarly a straightforward computation gives

u|c 021)3

Note that by 1} the function Wj(f ) decays rapidly unless
(9:3) yl < |dIK" /5, |2l < |d|KYE /5, and fyz|[ > K'5¢ fu.
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We truncate the y-integral smoothly to |y| < K**¢|d| with a negligible error and then apply Lemma with

the choices Q =V =V} = K|d|/j, X = /zd/Kcj, and Y = \/zuK|d|/jc~!. Tt is straightforward to check
that the conditions of the lemma are met under (9.3). We conclude that

2 . . 2.2
T \/56_”/4\/&6_1/4/;:‘1@ (Z (u[c,d] _on )) W ([c,d] zuj zj K% ) &
R

v [e,d] c2v3d ' d’ 8mzulc,d)

and so it follows that the expression (9.1) is, after some simplification, equal to

() X Gm(e N E Y Y Y e

(j.d)=1 e=1 vz ((ed)) w([e.d))
(9.4)

v + wn _ ule, d] 7 @2 ((zule,d?j zj K?*c*v 3/4 j14e
Ce)e (22T ued 2 X341+
XS("“”’“’C)e( e, d] )/ ‘ (( 2o o))V \ead W sedeq) ¢ o )
R

Note that the exponential phase in the last integral vanishes when nv = ule, d]?/c?. If this not the case, we
may bound the integral using the first derivative test [9, Section 1.5.]. Indeed, note that in this case the
absolute value of the derivative of the phase function is > 1/c®v]c,d]. Also by the weight function W (%)
is negligible unless

[c, d]|d|uK®

v <L
2K

and the same holds for 7. Note that as |d| < X < VK this shows that the integral is negligible unless
v, < K¢/c, which effectively truncates also the c-sum at K°. Note also that we may truncate the n-sum
at X? as otherwise the derivative of the phase function is > [c,d]?/c?v. Now using the first derivative
test and estimating everything else trivially using the Weil bound for Kloosterman sums shows that is
< X3/4K1+5.

When nv = ule, d]?/c? we use Proposition [7.2] to deduce that the main part of the off-diagonal is

_z\ﬁbi <|d|) D#OD S

uln

i zj KZ2c|dv
9.5 Tm | e~/ 2 1700 - / (2L 2L d
(9.5) x Z mye Z ZC o(d H p) | = K |d[v2’ |d|” 8mzu z
vlu (j,d)= 1 Tk 1 plg R

P|3

Only easily computes
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where the summand on the right-hand side is a multiplicative function of ¢. We also have by a simple
calculation that, for Re(z +y) > 0,

o0
p(c) 1 1

Z cltaty g (=p) = d H 1+ Z pJ(1+L+y) H

c=1 pld 4 qld

ple qle

1 )
- & L+ Z pj(1+x+y) ( p H L+ Z p](1+x+y)
pld J=1 ptd

14+ 05, e (—p) = o)
p’ d 1+ @7
H ;pj(l-hL

1
a J 1
d pld 1 + Zy 1 p](lfw)ry) P v

__(z+y) H< P —p )
CAtat+y) So\p(p™ =1 +p-1)"

where in the last step we have used the fact that d is squarefree.
Making the change of variables z — cz, using the approximation (5.11) and Poisson summation we see
that the integral above equals

4 zug zj  K2|djv . 1 heuj  hej  K?|dlv
W &z =S"n'w :
/Z (Kd|v2’K|d|’ 8mzu : ]; K|djv?’ K|d|" 8mnu
% -

up to a negligible error.
By Mellin inversion we have, for any ¢ > 0,

heuj  hej  K2|dlv
K|d|v2’K\d|7 8Tnu

heuj \ ™" [ hej \ Y K?|dv\ dxdy
Ir) T YT 2+y? By
(2mi)? // ) N (Kva) (Kd) +y< 8mhu xy

() (e

heuj \“ " [ hej \ 7Y [ 8thu \*~ dx dy
(2m) " Yty ——— | Apy, d
@nip /// ™ (i) () () Pt 50,

(e) (e) (e)

where we have used (5.13)) in the final step.
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Substituting these into (9.5)) leads us to consider the multiple integral

2WKZb <d> #{p\d}z

uln

X Z 27_” /// 271' TrTTYe® +y? u® (87-(-) K$+y QZd:E-‘ry z 2$ zhm+y( )
vlu

() (&) (e)

d d
x ((‘%:1]1-%1-‘:-1/) (Z hlt+zt+y— z) ch+az+y d -
J»

p\d Ty
_ b Idl 1)# i) cn(u
2\ﬁKZ Z o
uln vlu
: m/ / / (2m) 75 Ver Y e (8 KRB S ()
(e) (e) (e)
(9.6)
—l-a- rty P —p > dz dy
1+ + 1—p ==y, oty s YW
xC(1+a y)g( p ) 1+$+yH( G 1) At ty-adi—
Using (5.12)) this equals
4 NACK cn (U
2KZ (X> P z|: zlz
X 1 /(271_)—z—yez2+y2uz—r(Sﬂ_)sz+y—22dac+y—z1}2:r—zh’(\/g)g(m.t,_y)/g_z
(2mi)3 "
(e) () (e) O
Tz .. T2 e
x I'(2) (cos (7)—i—ZSlD(?))C(l—‘,—x-Fy)H(l_p 1 y)
pld
((z+y) ( Pty —p ) dz dy
1+a+y—2)ded :
C(1+x+y)g P 1) +p—1 Utoty—z)didz zy

Shifting the y-integral to the line 0 = —e we cross simple poles at y = z — x with residue 1. Thus takes
the form

2bi (dl) 1)#{pd}z%\/(g)m( - ///%K ey () e e VO e
uln

Ve
©) (2 0

xT'(2) (Cos (%z) + isin (%)) ¢(2) H ((1 —p17F). o p-p > dfdedx

z—1 -1 z—x)
o pP=1)+p (z— )
Shifting the z-integral to the line ¢ = —e we encounter a simple pole at z = 0 coming from the Gamma
function with a contribution
(9.7

bi (Idl) #{P|d}%cn %;217”(6/076%2 Y Qxfl—[ (1—;;) el

|d
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Simplifying this by recalling that (0) = —1/2 and making a change of variables in the {-integral we see that
our integral in (9.5) equals, up to a negligible error,

uln

This finishes the proof. O

Let us define the random mollifier by

Ms(X;d) := (log K) Z wzcn

n§K49J
J
A(n)xa(n)va(n; ¢;)
=(ogK) [ >° 29(n) /i ZC"
J=0p|n=pel; uln
::J\42_7‘(X;d)

This is a random counterpart for M,(d)* (compare to (4.4) with ¢ = 2).
An immediate consequence of the previous lemma is the evaluation of the mollified second moment.

Corollary 9.2. We have

Zb <dl)k;h(2’“ )kafb<;,f®><d>2 (d Zb (d')k;h(?’“ P B d ()
(9.8)
+ 2K (log K)h(0) Z QW \% wad ( )Zc%)xm“)zlm / ej; .u—wzv%dx—i—O(X?’/‘lKl-s-s)

d uln ) v|u

10. A RANDOM COMPUTATION

Let us define for Re(s1) > 1 and Re(s2) > 1,

Sa s 1+
L(817S27X d Z Z TBL m1m2 H Z Z X phi)ji;:i(p] JZ) .
P

mi=1mso=1 71=072=0

=:Lp(s1,52,X;d)

Our next goal is to estimate the contribution of primes of different size.

10.1. Contribution of the primes with K% < p < K% . Here we wish to estimate the expectation

J
1 1
E I =z (51+2,52+2;X,d) 11 M2;(x;4)

K9 <p< K1 j=1

This is needed for shifting contours in the proof of Lemma [10.3] To do this, we consider for every 1 < j < J
the term

1 1
(10.1) E MQJ-(X;d)ng <31+2,32+2;X,d>
pelyj



26 JESSE JAASAARI

Let us start by expanding

1 1
My ;(X;d) H Ly (81 + 5.2+ 2;X7d>

pEl; 2
Xd(mimsz) A(n)xa(n)va(n; £y)
= Z s14+1/2 82+1/2X(m1)X(m2) Z Q(n) . ch(u)X(u)
Pl =pel; M m ; 2 v
mimo=p€El; 1 2 pln=p€l; uln

Q(n)<4s;

By taking the expectation and using the Hecke relations for X (m) we see that (10.1)) equals

Xa(mims) A(n)xa(n)va(n; ¢;)
Z s1+1/2m32+1/2 Z QQ(n)\/ﬁ ch(u) Z 17"7b17712/h2:U

plmima=p€l; my 2 pln=p€l; uln h|(m1,m2)
Q(n)<4¢;
_ 1 Xd(mamy) A(n)xa(n)va(n; £;)
(10.2) B Z hlt+sitse Z 81+1/2m82+1/2 Z 2Q(n)\/’ﬁ cn(mima).
(h,d)=1 plmimao=pel; 71 2 pln=p€l;
Q(n)<4;
mims|n
For any r > 0 and n,?¢ € N,
1 dz
1 g = —— Q(n)—£2~
@)=t~ or; / ‘ 2’

|z|=r
so that for r # 1 we have
1—2%"1dz

_ 1 Q(n)
Llam<e; = 2mi / * 1—271 2z~

|z|=r
Therefore, for 1 < r < 2 the right-hand side of (10.2)) is given by
1 1— 41 dz
10. — —¥(z)—
(10.3) 27i 1—z1 (2) z’
|z|=r
where

_ 1 Xa(mimz) 22\ (n)xa(n)va(n; £;)
)= Y s 2o TSRV > 29200 7 Cn(mamz).
2

(h,d)=1 plmima=spel; 1 pln=-pel;

mima|n

Now this expression can be written as an Euler product

() — N 1 1 22 1 1 1 o 1
(=) = pl;j a % psit1/2 + psat1/2 + % plt2s1 + pl+2s2 + pltsits: + p3/2+2min{Re(s1),Re(s2)}

otd

From this it is easily seen that |X(2)| < 1 uniformly for |z| < 2 when min{Re(s1), Re(s2)} > 1/2. Applying
this bound in (10.3)) we see that

1 1
E M27j(X;d)ng (31+2,82+2;X,d) < 1.
pel;

Thus we have that

J
1 1
(10.4) E I = (gl + gt i X, d) [ M2;(xX:d) | < (loglog k)™

2
K% <p<Kbs j=1

by applying the above bound for each 1 < j < J and recalling that J =< logloglog K.
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10.2. The contribution of the small primes. Next we need to understand the contribution of the primes
with ¢ < p < K?%. This involves understanding the interaction between L(s; 4+ 1/2,s2 4+ 1/2; X, d) and
M 0(X;d). Akey point is that since Ms o(X;d) consists of relatively small primes we can express it in terms
of an Euler product with negligible loss since ¢, is large. This allows us to simplify our later analysis by
reducing the problem to understanding the contribution from each prime p € I individually. Let

(10.5) Mao(X;d) = “””;;fgi;é”;f@ 3 en(u)X (u).

pln=p€lo uln

We have the following result.
Lemma 10.1. For min{Re(s1), Re(s2)} > —(loglog K)?/log K we have that

1 1
E | M2,o(X;d) g L, (51 + §a52 + 2§X7d>
pclo

— 1 1
=FE MQ,Q(X;d) H Lp (81+2782+2;X,d) —I—O((logK)—lo)
p€lp

Proof. Let us write

ROX:d) = Bl (Xsd) ~ Mao(Xsd) = 30 2CPS) 57 ) (),

pln=p€Ely
Q(n)>46y

uln
Let us denote Lo(s1, s2; X,d) =]
£

Since Lo(s1,s2; X,d) is a finite product this function is analytic for Re(s1), Re(s2) > 0. Let us first analyse
E(|Lo(s1 + 1/2,82 +1/2; X,d)|?). We simply compute

“

velo L,(s1,s2;X,d). Then by the Cauchy—Schwarz inequality we have

1 1
LO <81 + 5782—’_ 2aX7d>

2
Lo <31 + %,32 + ;;X,d) R(X;d)D < IE(

) E (|R(X;d)?).

2

2 [e%e) o) ; : ; :
_ X ()X (p)xa(p’r172)
> B H E Z Z pj1(51+1/2)+j2(82+1/2)

p€Elp J1=072=0

2

1 1
Ly (51 + 5,82+ 2;X,d)

Set

T X(p") X (p) X (p7) X (p™*)

a, o «
p(X,p 3 S1, 32)) = Xd(p ) p(j1+j2)(81+1/2)+(j3+j4)(82+1/2) .

Jitj2+is+ia=a

An easy computation shows that

1 1 4
E(p(X,p;s1,82))) =0 and E(P(X,p2;31752)) = Xd(p2) <p1+281 + plt2s: + p1+31+s2>

—1—2min{Re(s1),Re(s2)}
E (

<p .
2 1
> = H (1 +0 <p1+2min{Re(sl),Re(82)})) '
Using that min{Re(s1), Re(s2)} > —(loglog K)?/log K we have p1+2mm{Rel(sl),Re(sz)} < 1% for p € Iy and so
the right-hand side of the previous display is < (log K)°(1),

Thus
1
2

1
u82+2;X7d)

Lo (81 +

p€lp




28 JESSE JAASAARI

We next estimate E(|R(X;d)|?), which equals

A(ng)A i +4o)
Yy AR e 5 S e e (B (00)X(05)

p|n1=>p€lo pln2a=p€Elop u1|ny uz|ng

Q(n1)>40y Q(na)>4l,

We have 22(m1)=4% > 1 for Q(n;) > 4¢y. Thus using the bound ¢, (u) < 24" and estimating the Liouville
function and x4 trivially, we see that there exists a constant C' > 0 so that

1 cm) < (log K)°()
— 2860 Z r — 241?0 )
plr=p€ly

E(IR(X;d)?) <

where we have used the fact that ¢ is sufficiently large so that the sum in the middle converges. Combining
the two estimates above completes the proof. O

10.3. Estimates for primes p > K% . It remains to study the contribution of the primes p > K% . These
do not interact with our mollifier and consequently their contribution is easy to understand. Estimating these
terms precisely allows us to meromorphically continue E(L(s; +1/2,52+1/2, X;d)M2(X;d)) as M3(X;d) is
a Dirichlet polynomial with coefficients supported on integers with prime factors < K97.

Lemma 10.2. For Re(s1), Re(s2) > 1/2 we have that

1 1
]E<Lp <51+2,52+2;X7d>) :Cp(1+51+52)'1pfd-

Proof. We simply compute

1 1 k1+1€2) k k
B (1 (st gosa s ) ) = 3030 o M e ()
k}l lkz 1
- i Xa(p j)
- = p(1+sl+sQ)j

= 1
=1pa- Z (I+s1+52)j
=P

1
= lpta- 1- p—(IFs1+s2)

= lptq - Gp(1 451 + 52)
for Re(s1), Re(s2) > 1/2. O

Thus using the dominated convergence theorem we have for Re(s1), Re(s2) > 1/2 and any z > 2 that

IE(pl:[ZL<51+ S04 = Xd>> HIE( <51+ 52+;;X,d>)

p>z
=[] & +s1+s2)
p>z
ptd
= C(]_ + 81+ 82) H Cp(]- + 81+ 82)71 H Cp(]- + 81 + 82)71
p<z PTZ
pld

If u is a natural number with all prime factors < K% this provides a meromorphic continuation of
E(X(u)L(s1 + 1/2,s2 +1/2; X,d) to Re(s; + s2) > —1/2 with simple poles at s; + s = 0. Indeed, by
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choosing z = K% we have

1 1
H L, <51+ 52+2;X,d>)IE H L, <51+ sz+2;X,d>)

p<K9J p>K%7
(10.6)
1
=C(1+ s1+ s2) H Cp(l+ 81+ 82)" H Cp(L+ 81+ s2) 1IE(X H L, <51+ 52+2;X7d>).
p<K%s p>K0J p<K?%s
pld

We further compute

81+1/2 82+1/2

( H L, (51 + =, 89 + %;X, d)) =FE | X(u) Z X (m1) X (ma)xa(mims)

mi,m m
p<K®s p\mlm;é;SKgJ !
Xa(mims)
- Z s141/2_ so+1/2 Z Luzrmyma/n2
miy,ma my My h|(m1,ms)
plmima=p<K®7
1 Xd(mims)
= Z —_— Z — : lu:m m
(et hltsi+s2 vy m11+1/2m22+1/2 1M
plh=p<K®7 plmima=p<K=J
-1
~ Xa(uw) 1 1
(107) - u1/2+sz H <1 - pl-‘rsl—i-sz) Z pS1—s2 :
p<K%J vlu
ptd
Our next goal is to prove the following.
Lemma 10.3. We have
d 2k —
> o (%) Zn (5 ) (L(X5d,B)Ma (X )
keZ
= b (1d]') #(d) cn Kd
= 2K (log K)h(0) Z Q Z ( > nu) (log ( 5—=+O(1)
n)
n§K497 2 \f X)) d o 2my/u
~ d (d) 1 d
2K (log K)R(0) 3 2Q(n Zb (") ‘PT (nu)z% / ehuon L4 0 (KX (log K) 7).
n<K4*0J uln v|u () 1

Proof. By Mellin inversion we have

(10.8)
zd:% <|;|) ;Zh (sz 1) E (L(X; d, k) Ma(X; d))
= 4%:% (';') ;;zh (Qk[; 1) e // <|d| ) o 1"(;1(2‘) k) . F(?(l—:) k) 5 s, 91 X, d) d?lisQ
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where

X (ma)xa(mimsz) 1 1
F(s1,50; X,d) := My(X;d) Z Z 51+1/2 172 = My(X;d)L (31 +gist 5 Xod).

mi=1mo=1
Recall that E(F(s1, s2; X,d)) has a pole at s1 + s3 = 0.
We move the line of integration from Re(sz) = € to Re(s2) = —1/2, crossing simple poles at s; = 0 and
s$9 = —81. The ss-integral is O(K’1/2+5X1/2) on the new line. Next we shall study the contribution of the
residues at these poles to separately.

e Residue at s, = 0: Using (10.6) this contribution is given by

(10.9)
42 ¢ <d> b (Qk > erz / (i;) B F(Spl(,j)k)e‘g%é“(l +s) [T +s) " [[ G0 +s)™
her © p<a s

11 d
S S THCREEE) M P pu ) £

p€lo p€El;
It is easy to see that we have

(10.10) E (MQ(X; d)L <51 +1

X d)> < (log K)°W
in the region Re(s1) > § + €. Since for fixed o > 0 Stirling’s formula gives |T'(c + it)| < (|t| + 1)7- 27l
by we may truncate the s;-integral to |[Im(sy)| < Blog K at the cost of an error term of size
O(K™1), where B is a sufficiently large absolute constant.

We then shift the line of integration in the to Re(s1) = —(loglog K)?/log K, crossing a double pole
at s; = 0. The integral on the new line is, say, O((log K)~'°). Using Lemma and ((10.4) we may replace
the factor

11 —~ 11
E | Myo(X;d L —, = X,d by E | Mso(X;d L -, = X,d
2,0( ) )pg p<81+272, ) > y 2,0( ) )ple_! p(51+232a ) >
0 0

with an error, say, O(K X (log K)~7), where we recall the definition of MZO(X; d) from 1)
By a straightforward computation using the residue theorem and (10.7)) shows that the double pole con-
tributes the amount

b, el a()
o) 2 2Q<">fz (%) r s

n<K4*0J uln

th(QkI;l) 1og<|2;) d(u)+F/: +Zlogp d(u) = logv + 7 - d(u)

kEZ vl|u

to the (10.9). Here ~ is the Euler—-Mascheroni constant and
732(“) = Z V4(n0;€0)"'y4(nr;ér)'

ng--nj=n
pln;=pel; V0<j<J
Q(n;)<46; V1<

The expression above can be simplified by using the easy observation that logk = log(K - (k — 1)/K) +

O(k~1), the asymptotic formula
r 1
— log(k — 1 -
r =~ ek +0 (1)
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and noting that

Zlogv_f )logu

v|u

to be

4(log K) Z 29<n>\f Zb (Idl> Z cn(t%(u) Xa(nu) > h <2kK1> log <2:\d/ﬁ> +%‘;0§11 +7

n<K405 uln kEZ

Then evaluating the k-sum by Poisson summation, the above contribution may be written, up to an error
O(K3/4+e X3/4)  as

K (log K)h(0) Z Qﬂ(n)f Zb (dl) El)zcn(l%(wm(nu) <log (%*O(l)»'

n<K40s uln

e Residue at s; = —so: Likewise, using the series representation

1
((1+2) == +7+0,

the term corresponding to this residue equals

b o(d) cn ()
—4(log K) — | —= ——xa(nu)
<§9J Z <X> d u|n \/ﬂ ’
2k + (_81+k) 252 —s1 2s dSl
h ety Tyt ——,
T (%g )z T Gl "

Executing the k-sum by Poisson summation, it follows that this contribution is given by
(10.11)

~ b d cn(u 1 2 _s 2g ds .
—2K (log K)h(0) Y 29 ”)\f Z ( |> Z \/(E)Xd(”“)zgm-/62 2 2 STlJrO (K3/4+ X3/4),
v|u (2) 1

n<K40Js uln

This completes the proof. O

11. PROOF OF PROPOSITION

By combining Corollary and Lemma we immediately get the following result. Here we note that

(10.11]) precisely cancels (9.8)).
Lemma 11.1. We have

Z¢(|dl) Zh(% ) > (;f®Xd)2Mf(d)4

kEZ feBy

— 2K (log K)h(0) Z 29 ”)\f Zb <|d|) Z Cn(l\‘/)g(u) xa(nu) <log (27}’{\6/% + O(l))) +0 (X3/4K1+€) .

n<K49s uln
i) (%)

At this point we need to evaluate the sum
b d
(11.1) Zxdmu)“"
d

Writing

/\

eld) _ L
d zd: J
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using (8.1)) and Lemma to see that (11.1)) equals

{ Z M(E;é) Z &5) ) go(nu) '1nu:|:|/¢(y) log (2);[\(/%) dy+ O (X1/2+EM+K—1/4+€X3/4)-
0

4 — — g nu
(a,gr;il)zl @:2)=1

Using the previous estimate to bound the d-sum and recalling (8.4) we have that

2o (R) 2 (57 Z o (3ron) s

fEBy

) ha(n)A(n) e (w)d(w) 0\t
< XK (log K) n 1+ =
n<;ej 29(m)\/n 2 Vu H( p)

uln
nu=0

K (log K2 Am)va(n) §~ en(u)d(u) N
= XK (log K) p|n§elo 22(n)/n 2 Vu H<1+ >

uln
nu=0

J A(n)va(n) cn(w)d(u) b
112) xH Z Qn), /n, Z U H 1+ - .
P T o

Here we have again used properties of v,.(n; £) listed after (4.4).
We remove the condition (n) < 4¢; by arguing as before: using Rankin’s trick and the estimate ¢, (u) <
292" it is easy to see that there exists C' > 0 such that

A(n)va(n) n(u)d(u) 1\ !
Y g X v H<”p>

pln=p€l; uln pln
Q(n)<4e; nu=0
A(n)vg(n) e (u)d(u) < 1 ) ! 1 cam)
- ¥ ) ol X
o D 11
sinsper, 2OV Ve P 2V imemel,

nu=0

The error term is clearly < 27%%. For the main term we use the facts v4(p) = 4, v4(p?) = 8, ¢p(p) = 1 and

cp2(p) = 0 to see that it equals
2 1
(- +0 ()

pEl;
Since the product above is < 1, it follows that the product over 1 < j < J is

J

oo (S5 630 )

j=1 j=1pel;

Using that 274 <« 1/¢; < 95-’/4, and summing the geometric sum the error term is < 9?4 < 1. Hence, it
follows that the right-hand side of (11.2) is

2 1
< XK(ogK)* ] (1— -+0 <3/2>)
c<p< K% p p

This is < XK (log K)?(log K)~2 < XK by Mertens’ theorem. This completes the proof of Proposition
4.2 O
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12. PROOF OF THEOREM [I.2]

In this section we complete the proof of Theorem [[.2] Towards this the main observation is the following
result, which connects finding real zeroes to (essentially) detecting sign changes among the Fourier coeflicients.

Proposition 12.1. ([I3], Proposition 6.1.]) Let a € {—%,O}. Then there are positive constants c1,co and n
such that, for all integers £ €]c1,car/k/log k| and all Hecke eigenforms g € S];_l(él), we have
2

kE_1
€\ 2

\/@ <Z) 4 g(a + Zyé) = \/@Cg(ﬁ)e(aé) 4 O(kil/Q*Tl)’
where yg := (k — 1/2)/4nl and the implicit constant in the error term is absolute.

Let a € {—%,0}, € > 0 be any fixed small constant, and let K be large positive parameter. Recall that
as g(a + dy) is real-valued for these values of «, Proposition yields information on the zeroes inside the
Siegel sets

Fy ={z€Ty(4)\H: Im(z) > Y}
with ¢jvEklogk <Y < bk for some positive constants ¢} and ¢,. Let n be as in Proposition It follows
immediately from that result that if we can find numbers ¢1, {5 €]cy, cok/Y | so that

(12.1) Vageg()e(al) < —k70 < k7% < \Jage,(ba)e(als)
for some ¢ < 1/2 + 7, then g(z) has a zero a + iy with y between y;, and y.,. Observe that

1 ifa=0
elat) = {(—1)2 ifo=—1/2

Hence, in order to find real zeroes on the line Re(s) = 0 it suffices (essentially) to detect sign changes among
the Fourier coefficients whereas on the line Re(s) = —1/2 one needs to find pairs (1, £2) with £; odd for which
holds. As we restrict to odd fundamental discriminants d for which (—1)*d > 0, we automatically
obtain real zeroes on both of the individual geodesic segments Re(s) = —1/2 and Re(s) = 0.
Several positive constants appear throughout the proof. We start by summarising their roles:

(1) Cy we are able to choose freely.

(2) Cy we are able to choose freely.

(3) Cj3 is an absolute constantﬂ so that

> b (%f; 1) > g Xd:blcg(ldl)l‘*cb (';') < C3XK.

—+
ez 9E€B 110

(4) Cy is an absolute constant so that

Si(E) T Datars (i) 2 cxr

+
keZ geBk+1/2

C5 we are able to choose freely.

Cs :=Cy — C3//C5.

C7 we are able to choose freely.

Cs we are able to choose freely provided that it is sufficiently large.
(Y9 is an absolute constant so that

NN AN AN N
0 3 O Ut
NN AN AN

Z w;/z § Cg\/E

T
9E€B 1o

(10) 010 = (C(; — 2C7C9)/O5CS.
(11) C41 we are able to choose freely.
(12) C12 = 4011.

6Constants C3 and Cy are allowed to depend on the weight functions ¢ and h specified later.
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We require these to satisfy following constraints:

(1) Cg >0,ie C4 > 03/\/@

(2) C7CsCy < Cg.

(3) C1a < Chp.-

(4) Ci1>1-—Cs.

(5) Cio— Cio > 203/02012.
Note that the existence of the constants C and Cj follows from Propositions [.1]and [4.2] respectively. Recall
that the constants C3, C4 and Cg are absolute. The first condition is satisfied by choosing C5 to be large
enough. Similarly, if we have chosen Cg so that it is large enough, the second condition holds by choosing C7
to be small enough. The third condition is true when C7; is chosen to be small enough. When C1; is chosen,
the fourth condition holds when C5 is chosen suitably. The final condition is met, note that C5, C3, C7, C1q
and Cy are already fixed, by choosing C; to be large enough.

For the rest of the paper, set X = K/Y. Then KV < X < /K/logK by the assumptions on Y.

Remember that in order to detect sign changes along the sequence d = 1(mod 4) with d squarefree and
(—1)*d > 0 on the short interval [z, + H], z ~ X, it suffices to have

Zb Vage My < S0 agley(d)I M, (a).

—1)kd<z+H z<(—=1)kd<z+H

Now the proof can be completed following the arguments of [I3]. Denote

Sig@iH) = S0 age,(d)M,(d)

2<(—1)kd<az+H
and

Ti9(X; H) = #{xNXI Sig(x;H) > Ch - \/ﬁ.k—lﬂ}.

Choose h to be a non-negative smooth function that is supported in the interval [1/2,5/2] and is identically
one in [1,2]. With the above notation the quantity we need to bound is by Markov’s inequality

2. 2 1

k~K
gEBH_1
[T1,q(X; H)\>CQ~X

1 2k —1
<ax ot (Z5) T mam)

qEB

k+4
1 2k —1
“ax(F) T %
2% ken 6eB? z~X

3 |S1,4(z;H)|>VCy-HE /2

(122) <aomx o (Tx) T wX| X aam

geBk N e~ X | p<(=1)kd<z+H
+3

By opening the absolute square the inner sum over x ~ X can be rearranged into

>y S ey (dil)ey (1ds|) My (di) My (d).

e~ X z<(—1)kdy<z+H z<(—1)kde<z+H

Let us first focus on the diagonal terms with d; = dy. In this case the total contribution to (12.2)) is given by
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< g 2 (Z) T o X latdraar

geEBT | (=Dkd~X
k+3

Adding a smooth weight function ¢ that localises d ~ X and applying Proposition this is bounded by

205K
= 0CF

The off-diagonal contribution is negligible identically as in the proof of [13] Proposition 2.5.].
Next we derive a lower bound for the weighted sum of the terms |c,4(]d|)| on average over the forms g € Sk
Applying Hélder’s inequality as in the proof of [I3] Proposition 2.6.] we have

SH(PE) X el e (bl @ > i XK.

kez 9€B;, ( Dkd~X

On the other hand, by Proposition and Waldspurger’s formula we also have

=D ST Al i@

kezZ 9B (—=1)*d~X
3 My (d)*L(1)2, fOxa)>Cs
1 2k — 1 b 20r (12
< = h I7 Z Z agleg(|d])|" My (d)
® kez 9€B} | (—D)kd~X
S M ()2 L2, foxa)>

Cs
< 2 XK.

Vs

From this we infer the lower bound

2k —1
Zh( K ) 2 Zb ol 20}y (|d) [ My (d) > CoK X.

keZ gEB:+ ( Nkd~X
2 My(d)? L(1/2 f@xa)<Cs

Let us now define the set

b C-H
Voi= Qo ~ X > Ve (DI My (d) > 177
z<(-1)*d<z+H
Mg (d)?L(1/2,f®xa)<Cs
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From the work above it follows that

2k — 1 b
C’GKX<Zh< - ) ) > s/ 22y (1)) M, (d)
(-1)kd~x

keZ g€B+
k
Y 0, (@2 (172, foxa)<Cs

<GS (2’“1) S % SO Qe ()| (d)

kez geB:+ z~X p<(-1)Fd<a+H
2

My(d)*L(1/2,f®xa)<Cs

- %Z" (21? 1) IR DIEDD > oy %y leq (|d))|

kez gEB:l T€Vy  zEV, z<(~1)kd<a+H
e Mgy (d)>L(1/2,f®xa)<C5

_ G 2k — 1 Ly Cr X H
HZh( ) > (c5qu|v+ / P )

kEZ geBT
k+2
where we have used the relatlon wg/2 1/2\09(\d|)| wg\/L(1/2, f ® xq) in the last estimate. Using an

easy estimate ) geB* | g 2 < Ok k (which follows from the Cauchy—Schwarz inequality and the fact that
9€B

ZQEBI Wy~ 1) we conclude that

2

2%k — 1
(12.3) Zh( = ) D> w |Vl = CroEX.
kEZ geBt |
k+d

The harmonic weights wy can be removed without affecting the lower bound [, 12] and so we deduce that

(12.4) S h (2'2; 1) > WVl = CrK*X

kEZ Bt
g€ Kt

Let us introduce the set
U:={geSk: |V|>CMX}
Now from ([12.4]) we deduce that

CLXE> <Y [Vol+ > |V

geu geSK\U
< |UIX 4+ CroK2X
from which we infer the lower bound
U| > (Cro — Cr2) K
by recalling that C15 = 4C1; and C4; is chosen so that Cio < Chp.
Hence we have shown that for > (C19 — C12)K? of the forms g € Sx we have

#lomx: Y el @ > T

z<(=1)kd<z+H

b C,H
> e~ X > Vagleg(d)IMy(d) > S
z<(—-1)*d<z+H
Mg(d)?L(1/2,f®xa)<Cs

> Cni X.



ON THE REAL ZEROES OF HALF-INTEGRAL WEIGHT HECKE Cusp Forwms, 11 37

In conclusion we have shown that for all but < 2C5 - K2 / 02012 of the forms g € Sk it holds that

b oWH
77 Vagey(ld)My(d)| < T

z<(=1)kd<z+H
for almost all x ~ X with the exceptional set having size < (1 — C2)X. Moreover, for at least (C1o — C12) K?
of the forms g € Sk it holds that

S gl (d)IM,(d) > C;

z<(—-1)kd<z+H

for > (11X of the numbers x ~ X. By recalling that our choices of constants are so that C1; > 1 — Cy
and 2C3/CoC? < Cyy it follows that for > (C1g — C1a — 2C3/C2C3)K? of the forms g € Sk the chain of
inequalities

(12.5)

S GVH _CoH S ayle(ld))M,(d)

\/OTgCg(ldDMg(d) < \/E < \/E S

z<(—1)kd<z+H

holds for > (Cy; — 1 — C3) X of the numbers x ~ X if we choose H > (Cy/C7)?.
Choose H to be large enough (> (C1/C7)?), but fixed. With this choice it follows easily from ((12.5)) that
for > (C1p — C1a — 203/CoC3)K? of the forms g € Sk we have that

z<(—1)kd<z+H

C-H - C1vVH
S vl @ s Y @]z ST P s

z<(=1)kd<z+H z<(=1)kd<z+H

holds for > (C1; —1—C5)X of the numbers x ~ X. We note that the contribution coming from the summands
with /o |cy(|d])| M, (d) < k=9 is trivially bounded by, say,

< > Vagleg(|d])|My(d) < 2HK°
z<(-1)*d<z+H
Vagleg(|d))| My (d)<k™°

as 72 is sufficiently small, and so we conclude, choosing § = 1/2 + 7/2 for concreteness so that § > 1/2, that
for the same proportion of g € Sk and x ~ X we have

b b (C7H — C1VH)
> Vagleg(ld])| M (d) + > Vageg(|d]) My (d)| > Tl > 0.
z<(-1)*d<z+H z<(=1)*d<z+H
Vagleg(ld) | Mg (d)>k™° Vagleg (ld) | Mg (d)>k™°

Now observe that this implies

2 S agle(ld)IM,(d)

z<(—1)d<a+H

Vageg () Mg (d)>k~°

_ 5 Jagle(1d)M, (d) + S Vaigey(|d]) M, (d)

z<(-1)*d<z+H z<(—=1)*d<z+H
Vagleg(|d))| My (d)>k™° Vagleg(1d])|[ Mg (d)>k™°

S (C+H — C1VH)

> 0.
- Vk
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Similarly,

2 S agleo(1d)| M, (d)

z<(—1)*d<z+H
Vageg(|d) My (d)<—k~°

- Z" Vg ()| My (d) — Zb Vageg(ld) My(d)

z<(-1)*d<z+H z<(—1)*d<z+H
Vg leg (1)) M (d)>k~° Vg leg(|d])[ Mg (d)>k™°
C:H—-CivH
o (GiH -CGiVH)

- Vk
Thus we have shown that for > (C19—C12—2C5/C2C%) K? of the forms g € Sk the short interval [z, v+ H], z ~
X, contains numbers (—1)*d., with both d+ odd fundamental discriminants, for which  /agcg(|dy ) My(dy) >
k=9 and Vageg(ld-|)My(d-) < —k79, for > (C1; —1—Cy)X of the numbers z ~ X as M, (d) < (log K)°M).
Thus we deduce a sign change of ¢,(|d|) over a positive proportion of intervals of constant size > (Cy/C+)?
for a positive proportion of forms g € Si. This leads to

_(Cu-1-C)X K

= H “Y
real zeroes on both of the line segments d; and &2, concluding the proof. O
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